Running PRICO on a parallel cluster:
Step 1: Login on to the cluster

The following screenshot shows the login procedure to the cluster for the Lonestar cluster using putty:
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Step 2: Script file
First, make sure that you have the correct path set for mpich with the following command: export PATH=/opt/mpich/gnu/bin:$PATH
(nano test_mpich … etc for test_mpich, spade_mpich… 4 _mpich files)

Running a parallel program on a cluster depends on the setup of the cluster. The cluster requires a script file to run the program and is cluster dependent.  
The following is a sample script file for the UMR cluster. The script uses PBS commands.

#!/bin/bash                 //defines the shell environment

#PBS -N spade_5_8  //name of the job

#PBS -l nodes=8        //number of processors  

#PBS -q @nic-cluster.cc.umr.edu 
export PATH=/opt/mpich/gnu/bin:$PATH

/opt/mpich/gnu/sbin/cleanipcs //clean the shared memory segments

#executable file path and command line arguments



#format is /usr/bin/mpiexec (the mpich file path) (the dataset file path) (the file 
#path to write the rules) (coverings size)


#The following 3 lines need to be on the same line in your script.

/usr/bin/mpiexec /nethome/users/bbp4m7/PRICO/spade.mpich 
/nethome/users/bbp4m7/PRICO/spadefootmatrix.txt 
/nethome/users/bbp4m7/PRICO/SPADE/ 5


/opt/mpich/gnu/sbin/cleanipcs //clean the shared memory segments before exiting
Step 3: Compiling
The parallel program written for PRICO is portable and is compiled by the following command. The syntax of the command is:

mpiCC –DSIZE= #of decision attributes -DST(optional flag for the statistical processing) –o(direct the output) (exec file name)  (main.cpp)


e.g:


mpiCC –DSIZE=73 –DST –o spade.mpich main.cpp //for statistical processing

mpiCC –DSIZE=73 –o spade.mpich main.cpp

Step 4: Executing
The job submission to the cluster is cluster dependent:

The following is the job submission command to the UMR cluster:


qsub (jobfilename)

 e.g. qsub spade_mpich
Step 5: Results:

The results will differ depending on the selection of the statistical processing. If the statistical processing option is not selected then a file for each decision attribute is created in the directory specified for writing the rules. The files are named as Rule.(decision attribute).

If the statistical analysis is selected then five more files in addition to the files for the rules are created with the names debug.1, debug.2, debug.3, debug.4 and debug.5 are added in the same directory in which the rules are added. These files have the values for the statistical analysis for each stage for a given covering size and a decision attribute.
A sample rule in the file will have the format as follows:
Decision attribute; [Covering with elements separated by comma]; [Rule Number]; [Decision Attribute value for the rule]; [Covering element values for the rule]; [Frequency of occurrence of the rule]

e.g.:


0;[2];[1];[0];[0];[2]

0;[1,10];[1];[0];[00];[8]

Step 6:  Storing the results on your HDD
The results can be retrieved on your HDD by using WinSCP. 
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After the session is opened you can copy the files to your HDD. The files can be moved on your HDD for future use. 
UNIX basic help
http://campus.umr.edu/it/refcenter/unix/unix_basics.html
